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Abstract

Cloud computing has become the real trend of enterprise IT service model that offers cost-effective and scalable processing. Meanwhile, Software-Defined Networking (SDN) is gaining popularity in enterprise networks for flexibility in network management service and reduced operational cost. There seems a trend for the two technologies to go hand-in-hand in providing an enterprise's IT services. However, the new challenges brought by the marriage of cloud computing and SDN, particularly the implications on enterprise network security, have not been well understood. This paper sets to address this important problem.

We start by examining the security impact, in particular, the impact on DDoS attack defense mechanisms, in an enterprise network where both technologies are adopted. We find that SDN technology can actually help enterprises to defend against DDoS attacks if the defense architecture is designed properly. To that end, we propose a DDoS attack mitigation architecture that integrates a highly programmable network monitoring to enable attack detection and a flexible control structure to allow fast and specific attack reaction. To cope with the new architecture, we propose a graphic model based attack detection system that can deal with the dataset shift problem. The simulation results show that our architecture can effectively and efficiently address the security challenges brought by the new network paradigm and our attack detection system can effectively report various attacks using real-world network traffic.
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1. Introduction

As cloud computing provides on-demand, elastic, and accessible computing services, more and more enterprises begin to embrace this paradigm shift by moving their database and applications into the cloud. At the same time, another epochal concept of the Internet architecture comes to forefront, i.e., Software-Defined Networking (SDN). While cloud computing facilitates the management of computation and storage resources, SDN is proposed to address another laborious issue hindering the evolvement of today's Internet, i.e., the complicated network management. Besides the fact that SDN has been proposed as a candidate of the next generation Internet architecture, companies like Google have already adopted SDN in their internal data centers. Thus, the arrival of the era when cloud computing and SDN go hand-in-hand in providing enterprise IT services is looming on the horizon.

Besides all the widely perceived benefits, the marriage between cloud computing and SDN may also introduce potential risks, especially on network security. Among all the network security problems, we first take a look at Denial-of-Service (DoS) attack. A DoS attack and its distributed version, Distributed Denial-of-Service (DDoS) attack, attempt to make a service unavailable to its intended users by draining the system or network...
resource. Although network security experts have been devoting great efforts for decades to address this issue, DDoS attacks continue to grow in frequency and have more impact recently. Existing DDoS attack defense solutions (to list a few [1–4]) assume a fully controlled network by the network administrators of enterprises. Therefore, the network administrators could place certain hardware pieces in the network to detect or mitigate DDoS attacks. However, in the new network paradigm of cloud computing and SDN, these assumptions no longer stand. Other researchers [5,6] focus on exploiting the benefits of cloud or SDN to defend DDoS attacks. But their target victims still reside in the traditional network environment, which makes their solutions unsuitable for the new network paradigm. To the best of our knowledge, little effort in research community has been made to look into the potential problems or opportunities to defend DDoS attacks in the new enterprise network environment that adopts both cloud computing and SDN.

In this paper, we first analyze the impact of the combination of cloud computing and SDN on DDoS attack defense. We discuss the potential issues under this new paradigm as well as opportunities of defending DDoS attacks. Based on our analysis, we claim that if designed properly, SDN can actually be exploited to address the security challenges brought by cloud computing and the DDoS attack defense can be made more effective and efficient in the era of cloud computing and SDN. We then propose a new DDoS attack mitigation architecture using software-defined networking (abbreviated as DaMask) to demonstrate and substantiate our findings. DaMask contains two modules: an anomaly-based attack detection module DaMask-D, and an attack mitigation module DaMask-M. We build our DaMask-D module based on a graphical probabilistic inference model. Compared with existing graphical model based detection schemes [7–9] which only have model training and testing phases, our DaMask-D features an additional model updating phase to address the dataset shift problem in the real world. The dataset shift refers to the fact that the network traffic conditions when we build the model differ from the actual traffic conditions when we use the model. This fact varies from the common assumption used in the existing works where the attack patterns learned from the training data are assumed to be no different from the attack patterns in the future. Our contributions can be summarized as follows:

1. To the best of our knowledge, we are among the first to bring the attention of the impact on DDoS attack defense of the new network paradigm, which is a combination of cloud computing and SDN. Based on our analysis, we find that the marriage of SDN and cloud computing provides a unique opportunity to enhance the DDoS attack defense in an enterprise network environment.
2. To substantiate our claim, we propose DaMask, a highly scalable and flexible DDoS attack mitigation architecture that exploits SDN technique to address the new security challenges brought by cloud computing, including the extended defense perimeter and the dynamic network topological changes.
3. Our DaMask-D module in the DaMask architecture features an additional model update phase, compared to existing graphical-model based network attack detection schemes, which successfully handles the dataset shift problem in the real world and achieves a higher detection rate.
4. At last, we implement our proposed structure and performed a simulation based evaluation using the Amazon EC2 cloud service. The results show that our scheme works well under the new network paradigm and incurs limited computation and communication overhead, which is a crucial requirement of DDoS protection in cloud computing and SDN.

Compared with our preliminary NPSec work [10] which presented the DaMask framework, the journal version completes the DDoS attack defense solution by including an attack detection system in Section 4. The attack detection system which is based on the graphical model detection is not only tailored to accommodate the unique requirement of DDoS attack defending in cloud computing, but also manages to address the data shift problem which decreases the detection performance in most machine learning based solutions. We also add performance evaluation results of the detection module in Section 5.3 including the performance of detecting attacks and the ability of adapting the data shift issue. We organize the remainder of the paper as follows. We analyze the impact of cloud computing and SDN on DDoS attack defense in Section 2. Based on our analysis, we formulate the problem and present our DaMask architecture design in Section 3. The technical details of the DaMask-D module is discussed in Section 4. Section 5 presents the simulation setting and the results. Related work are reviewed and compared with our work in Section 6. We draw concluding remarks in Section 7.

2. Analysis

In this section, we briefly review cloud computing and SDN. Then we analyze the impact of the combined technologies on the network protection against DDoS attacks.

2.1. Cloud computing

Cloud computing is a computing model which manages a pool of configurable computing resources. Cloud computing can be categorized as public cloud, private cloud and hybrid cloud in terms of deployment. While public cloud and private cloud are used by public and a single organization, respectively, hybrid cloud is a composition of public and private cloud infrastructures. As a result, hybrid cloud share the properties of both public cloud and private cloud. Hybrid cloud allows companies keeping their critical applications and data in private while outsourcing others to public. Thus, we focus on analyzing the impact of hybrid cloud on DDoS attack defense.
2.2. Impact of cloud computing on DDoS attack defense

Nowadays, attackers can launch various DDoS attacks including resource-focused ones (e.g., network bandwidth, memory, and CPU) and application-focused ones (e.g., web applications, database service) from almost everywhere. To be realistic, we have to assume attackers can reside either in a private network, in a public network, or in both. To this end, we find the following properties of cloud computing affect DDoS attack defense.

1. Instead of users, cloud providers control network and computation resources, i.e., physical servers. This property differs from the system model in the traditional DDoS attack defense, where the protected application servers are within the defender controlled network.

2. Resource allocation and virtual machine migration are new sources of network topological changes from the defender’s view. Moreover, the resource allocation and virtual machine migrations processes are fast-paced. The DDoS attack defense must be able to adapt to a dynamic network with frequent topological changes and still maintain high detection rate and prompt reaction capability.

3. All cloud users share the same network infrastructure of the cloud. This raises a reliable network separation requirement, which has not been considered in traditional DDoS attack defense. The enterprise must ensure its DDoS attack detection/defense operations neither affect nor be affected by other cloud users.

We illustrate these impacts using the example in Fig. 1. To ease the presentation, we denote an attacker in the private cloud of the enterprise network as a local attacker, an attacker in the off-site public cloud of the enterprise as a cloud attacker, and other attackers as outside attackers. Similarly, we refer a server in the private cloud as a local server and a company’s server in the public cloud as a cloud server. We consider two attacking scenarios. In the first attacking scenario, the victim server is within the private cloud. In the second one, the victim server resides in the public cloud.

In the first attack scenario, there are two types of attack traffic, i.e., (1) and (2) in Fig. 1. The enterprise’s local DDoS attack defense system can detect the attack traffic (2), while the detection of the attack traffic (1) depends on whether the internal traffic is redirected to the DDoS attack defense system. Nevertheless, this scenario is similar to the traditional DDoS attack scenario. In what follows, we focus on two new challenges introduced in the second attacking scenario.

The first challenge is raised by the public accessibility of the cloud resources. We refer to this challenge as extended defense perimeter. There are three types of attack traffic, (3), (4) and (5). The enterprise’s local defense can only examine and filter out the attack traffic (3) before the traffic leaves the local network. The defense offered by the cloud provider can check the attack traffic (4). However, more advanced attacks, such as the application-layer attacks which target specific applications, can bypass the generic defense provided by the cloud. The most stealthy attack is type (5) because it is initialized from the same physical network or even the same physical machine on which the application is running. Most of these traffic is handled at local switches or hypervisors without going through the detection hardware.

The second challenge is raised by the rapid resource reallocation. We refer to this challenge as dynamic network topology. This challenge makes the attack traffic (4) and (5) more difficult to handle because the enterprise’s network as a cloud attacker, and other attackers as outside attackers.
defense mechanism has to adjust to the network change caused by the physical location change of the virtual machine. The adaption must take effect in a short time period, for example, in milliseconds thanks to advances in live migration technology [11]. Moreover, because most of the topology changes are done by cloud provider without notifying the users, the DDoS attack defense mechanism needs to communicate with the cloud service provider to properly adapt the changes.

2.3. Software-Defined Networking

Unlike the well formatted data plane abstraction in the OSI model, the control plane of the Internet is composed of various complicated protocols for various network functions. Managing these protocols in a distributed manner becomes inefficient and error-prone. SDN is a network architecture that decouples the control plane and the data plane of network switches and moves the control plane to a centralized application called network controller. The network controller is in charge of the entire network through a vendor-independent interface such as OpenFlow [12], which defines the low-level packet forwarding behaviors in the data plane. Developers then can program the network from a higher level without concerning the lower level detail of packet processing and forwarding in physical devices.

2.4. Impact of SDN on DDoS attack defense

The most important two concepts of SDN are control plane abstraction and network function virtualization. They introduce following properties.

- **Centralized network control**: The centralized network operating system (NOS) connects to all the switches in the network directly. Thus, NOS can provide a global network topology along with the real-time network status.
- **Simplified packet forward**: The data plane in SDN simply forwards packets based on the forwarding policies generated by control programs.
- **Software based network function implementation**: Network functions originally implemented within a switch or a middle-box are implemented as control programs in SDN. These control programs reside above the NOS and communicate with switches remotely.
- **Virtualized network**: Similar to a hypervisor in hardware virtualization, the network virtualization hides the network topology from control programs so that network function developers can focus on the functionality implementation.

Implementing SDN affects the DDoS attack defense greatly in both directions. On the bright side, SDN makes advanced detection logic and rich subsequent processes easier to implement. On the downside, the devices or middle-boxes originally distributed within the network now need to be located above NOS. Compared with hardware-based packet processing, software processes packets much slower. The network delay and traffic overhead caused by the communications between the control program, i.e., the DDoS attack defense schemes, and the switches, may become the new attack surface.

2.5. DDoS attack defense in cloud computing and SDN

Based on our analysis, cloud computing introduces new DDoS challenges, i.e., extended defense perimeter and dynamic network topology due to its new operation model. To effectively address these challenges, the cloud provider must be able to (1) easily delegate the control of its network to cloud users; (2) fast re-configure the control according to the network topology changes caused by dynamic allocations and migrations. On one side, we could benefit from the centralized network controller and the network virtualization of SDN. On the other side, SDN influences DDoS attack defense in negative ways as we discussed early. The negative impact of SDN mainly comes from the efficiency of processing packets using software, which may generate new attack surface and lead to single-point failure. When designing a DDoS attack defense solution in SDN, one must take the computation and communication overhead into the consideration so that no new security vulnerability is introduced. To sum up, we believe SDN technology will benefit the DDoS attack defense in cloud computing as along as the design could carefully handle the communication and computation overhead.

3. DaMask design

3.1. Design overview

Based on the analysis in Section 2, we need to incorporate the DDoS attack defense into cloud computing and SDN. To successfully address the DDoS attack defense challenges in the new network environment, we must achieve the following objectives. First of all, the scheme must be effective. The design should be able to protect the services in both private and public clouds. It also should be able to adapt to the network topology changes and mitigate DDoS attacks efficiently. Secondly, the scheme should incur small overhead. The communication and computation overhead introduced by the architecture should also be limited to a small amount to be practical. Lastly, the deployment cost should be inexpensive. The solution should require as little deployment cost, such as additional hardware or changing existing protocols for both enterprises and cloud service providers, as possible.

To address the first challenge, our idea is to separate the enterprise’s network traffic from the main network by virtualizing the network. We call such a virtual network a slice. Then we let the cloud provider delegate the slice to the owner of this slice. Similar with the hardware or platform virtualization, a slice contains the network flows related to the enterprise only and is isolated from other slices. The strong isolation between different slices ensures that a slice is visible to its belonging company only. Therefore, operations performed on the slice are transparent to other cloud users.
For the second issue, we should select an efficient attack detection algorithm which involves as little information as possible to reduce the communication overhead. Meanwhile, the detection process itself must be fast enough to incorporate with the packet forwarding speed. Existing DDoS attack detection algorithms could serve the purpose as long as it does not depend on certain hardware. It is also worth mentioning that signature-based detection or anomaly-based detection or even a combined detection scheme can be used here.

To cope with the last issue, we need a rapid re-configuration scheme for each slice in the cloud. Given the nature of a virtualized slice, which is defined by its profile, our idea is to re-configure each slice profile when the virtual machine migration is taking place. Because the cloud provider virtualizes the network, he can track all the enterprises’ controllers, and re-configure the profile of a slice when a migration is about to happen. By applying the new slice profile, the cloud provider ensures the right enterprise getting the control of the proper slice.

3.2. Workflow of DaMask

To substantiate our previous claim, we propose a DDoS attack mitigation architecture, named DaMask. The DaMask architecture has three layers, network switches, network controller, and network applications. The main functions of the DaMask are DDoS detection and reaction. There are two separate modules in the DaMask, DaMask-D, an anomaly-based attack detection system, and DaMask-M, an attack reaction module. We present the workflow of DaMask in Fig. 2.

3.2.1. DaMask-D module

The DaMask-D module is an anomaly-based attack detection system. We argue that although signature-based attack detection could also work, they are not efficient. The reason is that, in SDN, the responsibility of generating a packet signature moves from a switch or a middle-box to a remote control program, which not only processes slower than hardware, but also requires all the packets to be redirected to it. Therefore, we focus on anomaly-based detection. Now we assume we already have a detection algorithm implemented (this can be done in an offline process as shown in Fig. 2).

In online phase, when a new packet arrives at the switch, the cloud provider first decides which slice the packet belongs to. Then the cloud provider notifies the corresponding NOS of the slice. After receiving the notification, the slice owner’s NOS checks whether the packet belongs to an existing flow. If so, it updates the flow statistic, otherwise it build a new flow record. Then we query the detection model with the updated or the new flow statistic. If the query result indicates an attack, DaMask-D issues an alert and forwards the alert along with the packet info to the DaMask-M module. If the query result is normal, the packet is forwarded to its intended destination. Occasionally, the detection model cannot determine the attack type of a packet if the packet belongs to a new type of attack. In that case, the packet needs to be further analyzed. The analysis result is then used to update the detection model through a model updating process.

3.2.2. DaMask-M module

The DaMask-M module is an attack reaction system. In the existing work of DDoS protection in today’s Internet, the reaction options are simple and limited, because advanced post-processing logic requires switches working together in a distributed manner. Implementing and managing such functions are time-consuming and error-prone. In SDN, we can implement those sophisticated logic such as quarantine of different types of packets to different location thanks to the control plane abstraction. The DaMask-M contains two functions: countermeasure selection and log generation. When DaMask-M receives an alert, it tries to match the alert to a countermeasure. The default action is to drop the packet if there is no pre-set policy for the alert. We implement DaMask-M as a set of common APIs so that defenders can customize their own defense countermeasure for different DDoS attacks. The basic unit a defender can play with is flow. We define three basic operations, forward, drop and modify to form advanced defense logic. Compared with DDoS attack mitigation in traditional network, DaMask-M provides a powerful way to implement the countermeasure. After the countermeasure is selected, DaMask-M pushes the policy to the switch through network controller. After that, the attack packet, along with its auxiliary information (e.g. the time stamp and response actions), is recorded in the log database.

4. Graphical model based detection system

In Section 3, we state that an anomaly-based network attack detection system will fit our DaMask framework well. In this section, we propose our attack detection system which is built on probabilistic inference graphical model. Although other existing attack detection systems are compilable with DaMask, our detection model advances with two features: (1) automatic feature selection; (2) efficient model update. By updating our model efficiently, we are able to address the dataset shift problem which is not considered in the existing schemes.

4.1. Graphical inference model

The core of the attack detection system is a graph model. It stores known traffic patterns as a relational graph between patterns and their labels (malicious or normal). When new network traffic arrives, the system uses this graph to determine whether it is malicious.

4.1.1. Automatic feature selection

To build the model for network traces, a set of features must be extracted from the network traces. In traditional anomaly-based detection systems, features are picked heuristically based on the designers’ experience. Although experts can provide valuable insight, they may also

---

1 The flow definition varies for each slice according to different requirements of enterprise.
introduce inevitable bias due to their limited knowledge. A more objective way is to spawn a large candidate feature set and let the data decide which features are relevant. We exercise feature selection [13] on a large feature set. Most of the existing works assume that the actual attack patterns follow the same true distribution as in training dataset. Sadly, it is not true. In reality, the traffic pattern is influenced a lot by temporal and spatial factors [16]. The problem is known as dataset shift problem [17]. To cope with the dataset shift in network traffic data, the system should tune the graph model based on new observed data. We consider two types of update depending on the deviance between new attack patterns and existing ones. If the deviance is large, a global update is required, which searches a new graph structure. However, the global update is too costly to be performed frequently. Therefore, when the deviance is small, we perform a local update, which updates the conditional probability of the nodes in the graph model.

4.1.2. Attack detection

Upon receiving new network traffic, the system collects only those features selected by the Chow–Liu algorithm. In our design, all features we selected are observable, i.e., their values can be directly extracted from the packet content or flow statistic. Let the set of features \( \mathcal{E} \) observed from a network flow be a subset of \( \mathcal{X} \). If \( Y \) is the class label of that flow, and \( \mathcal{W} = \mathcal{X} - Y - \mathcal{E} \) be those features that are not observable, such as encrypted payload. The attack detection process is a maximum a posterior (MAP) query, i.e., finding the optimal assignment to all of the (non-evidence) features \( Y \cup \mathcal{W} \) given the evidence \( \mathcal{E} = e \):

\[
\text{MAP}(Y, \mathcal{W}|e) = \arg \max_{Y, \mathcal{W}} P(Y, \mathcal{W}|e)
\]

When all features are observed, i.e., \( \mathcal{W} = \emptyset \), the MAP query further reduces to a conditional probability query:

\[
P(Y|e) = \frac{P(Y, e)}{P(e)}
\]

4.2. Graph model update

Most of the existing works assume that the actual attack patterns follow the same true distribution as in training dataset. Sadly, it is not true. In reality, the traffic pattern is influenced a lot by temporal and spatial factors [16]. The problem is known as dataset shift problem [17]. To cope with the dataset shift in network traffic data, the system should tune the graph model based on new observed data. We consider two types of update depending on the deviance between new attack patterns and existing ones. If the deviance is large, a global update is required, which searches a new graph structure. However, the global update is too costly to be performed frequently. Therefore, when the deviance is small, we perform a local update, which updates the conditional probability of the nodes in the graph model.

The idea of the local update is to estimate the \( P(Y) \), i.e., the distribution of the traffic types (normal or malicious), based on the newly observed data. Then we can use the new \( P(Y) \) to update the conditional probability distribution (CPD) of the features used in the attack detection. The local update process is efficient because it does not involve the graph structure change. In our scheme, the variable \( Y \) indicating the traffic type follows a multinomial distribution with \( k \) parameters \( \theta = (p_1, p_2, \ldots, p_k) \), \( k \in \mathbb{Z}^+ \). We use a point estimator to estimate the \( \theta \) using the newly observed data. The process works as follows. First, we model \( P(\theta) \) using a Dirichlet distribution with parameters \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k) \) as

\[
\text{MAP}(Y, \mathcal{W}|e) = \arg \max_{Y, \mathcal{W}} P(Y, \mathcal{W}|e)
\]

where \( a, b \) take all the possible values of features \( X_i, X_j \) respectively. The result is a weighted graph where the weight of an edge \( e(X_i, X_j) \) is \( I(X_i, X_j) \); (3) we compute a maximum spanning tree from the graph as the Chow–Liu tree. Since most relevant features are directly connected in a Chow–Liu tree, we exclude the redundant features from the model.

\[
I(X_i, X_j) = \sum_{a, b} p(a, b) \log \left( \frac{p(a, b)}{p(a)p(b)} \right)
\]

Fig. 2. Workflow of DaMask.
\[\text{Dir}(\theta | x) = \frac{\Gamma(\mathbf{z}^T) \prod_i^{N} p_{i|k}^{-1}}{\Gamma(\mathbf{z})} \]

Then we use the following equation to estimate the parameters \( \hat{\theta} \) for \( P_{\text{test}}(Y) \), i.e., the new distribution of variable \( Y \).

\[ P(\theta | E) = \frac{P(E | \theta) P(\theta)}{\sum_{\theta'} P(E | \theta') P(\theta')} \]

where \( E \) is the newly observed data.

\[ P(\theta | E) \propto \text{Dir}(\theta | \tilde{x}) \]

where \( \tilde{x} = (x_1 + N_1, x_2 + N_2, \ldots, x_k + N_k), N_i \) is the data count in the new observation, of which \( Y \) values are equal to \( y_i \). At last, the parameters \( \hat{\theta} \) for \( P_{\text{test}}(Y) \) can be easily estimated as

\[ \hat{\theta}_i = \frac{N_i}{N}, \quad \forall i, \quad i \leq k, \quad i \in \mathbb{Z}^+ \]

This equation indicates that we can update our graph model by only updating the local conditional probability of each variable connected with the attack type \( Y \) in the graph model, which is computationally inexpensive.

Theoretically, updating the local CPD is enough if the underlying graph structure captures the relationship among the variables precisely. However, the precision of the graph structure is hard to measure in reality. If the time interval between the local update and the last global update is relatively short, the estimation result is good enough to approximate the joint distribution. We further study the impact and present the results in Section 5.

5. DaMask evaluation

We carried out a thorough performance evaluation of the DaMask architecture under various scenarios. We run detection accuracy test on our attack detection system using real world network traffic. The evaluation results are reported in this section.

5.1. Evaluation setting

To evaluate the performance of the DaMask, we have set up a hybrid cloud. We use Amazon Web Service EC2 as our public cloud while we simulate the private cloud in our lab. The overall evaluation environment is shown in Fig. 3. We utilize Mininet [18], which creates a realistic virtual network on a computer, to emulate the SDN setting.

5.1.1. Private cloud

The private cloud consists of two Linux servers in our lab. Both of them are running Ubuntu 12.10 32-bit operating system. One laptop (denoted as Linux A), which equips with AMD E1-1200 \( \times \) 2 at 1.4 GHz CPU and 4 GB memory, emulates the private cloud. The other laptop (denoted as Linux B) equips with Intel i7-2600 CPU at 3.4 GHz and 12 GB memory runs the network controller and DaMask with our attack detection system on it. Linux A and Linux B are connected through a Intel Express 460T 100 MB switch. We choose Floodlight [19] as the network controller since Floodlight controller can be easily extended and enhanced through its module loading system.

We emulate a virtual network using Mininet in Linux A to extend the private cloud. The private cloud in Fig. 3 has one switch and two hosts. One of the hosts is an Apache web server. The difference is that the switch is connected to the FlowVisor in EC2West instead of a network switch. We use Floodlight to handle network virtualization, to simulate the network administration of the public cloud. We emulate a virtual network in EC2East to extend the remote side of the company’s network, which is the public cloud part in Fig. 3. Similar with the private cloud extension, the extended public cloud also has one switch and two hosts, one of which is an Apache web server.

5.1.3. Evaluation dataset

To evaluate the attack detection performance of our graphical model based detection module, we adopt the UNB ISCX dataset [20]. The UNB ISCX dataset labeled the DDoS attack network traffic, which means we have ground truth of the traffic. We extracted 18 features from the network traces. We divide the entire data set into ten equal...
shares. The first partition and the last partition are used as the training data and the testing data, respectively, while the other eight parts are used for the online model update process.

5.2. DaMask overhead

5.2.1. Computation cost of attack detection

The computation overhead comes from three aspects: (1) the offline graphical model training process; (2) the online testing process; and (3) the model updating process. We implemented DaMask-D module using R language and trained the model with the UNB ISCX dataset. Fig. 4 shows the computation costs of the model building process.

As we mentioned before, the network traffic pattern difference between the training phase and the testing phase leads to inaccurate detection result in practice. We evaluate the overhead of local update as follow. First, we use 10% of the data as the training data, 10% of the data as the testing data and divide the remain data to 8 update datasets. Then we use the training dataset to generate a model, denoted as $M_{\text{basic}}$. After that, we perform a global update and an iterative local update using the updating datasets to get two new models, denoted as $M_{\text{global}}$ and $M_{\text{local}}$ respectively. The computation time of both processes is shown in Fig. 4.

From the figure, we can see the model generation time is a linear function with respect to the number of data in the dataset; while the local update time is only related to the number of the data in the new observation. The simulation result validates the claim we have made in Section 4.2, i.e., the cost of a local update is much cheaper than the cost of a global update. We delay the detection accuracy comparison between global update and local update in Section 5.4.

5.2.2. Communication overhead

DaMask introduces communication overhead since now the traffic towards the servers in the public cloud needs to be examined by the DaMask-D module located at the enterprise’s local network. To evaluate the communication overhead, we carried out several experiments.

We first measured the network bandwidth of our evaluation environment. We measure the network bandwidth by running `iperf` 2 times an hour for a consecutive 24 h. The average bandwidth between Linux A and EC2West is 27.4 MB/s, and the average bandwidth between Linux A and EC2East is 86.2 MB/s. The connection between Linux A and EC2East is better because our lab is located at east coast. We then tested the response time from the remote server with and without DaMask being deployed. We show our result in Table 1. The results show that the communication overhead is only related to the round trip time between the server running the FlowVisor in the public cloud and the server running the network controller in the private cloud. This is because we fixed the size of the message to be sent to the network controller. Therefore, the communication overhead is a constant if the link status of network is stable.

5.3. Adapting topology change

One advantage of DaMask is that DaMask is able to adapt the network topology change caused by virtual machine migrations. To simulate the migration process, we added an additional switch, i.e., switch B in Fig. 3. Suppose the web server is migrated from the switch A to

<table>
<thead>
<tr>
<th>Task</th>
<th>Basic</th>
<th>DaMask w/o test</th>
<th>DaMask w/test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>West</td>
<td>East</td>
<td>West</td>
</tr>
<tr>
<td>Ping (ms)</td>
<td>196</td>
<td>12</td>
<td>425</td>
</tr>
<tr>
<td>Http (s)</td>
<td>2.4</td>
<td>1.7</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 1 Communication time.

Fig. 4. Running time vs. # of the training data.
the switch B, DaMask need taking control of the switch B while dropping control of the switch A since the switch A no longer belongs to the company’s slice. Such re-configuration is accomplished by changing the flow space header of the company’s slice in FlowVisor. Re-configuration in FlowVisor can be efficiently done through Command Line Interface (CLI) of FlowVisor. Since FlowVisor can reload the new slice configuration without interrupting the service, this process can be done in real-time.

After changing the flow space of the company’s slice, we sent ICMP packets to the web server that is attached to the switch B. All the ICMP packets were received by the company’s controller, which verifies the company indeed had the control of the switch B. We further tested if the company’s control slice affected other users. We sent ICMP packets to the web server linked with the switch A and none of the packet was received by the company’s controller, which means the FlowVisor did not forward any ICMP packet to the company’s network controller.

5.4. Detection performance

5.4.1. Data shift

We first use the data set to demonstrate that there exists data shift issue in network traffic. In practice, the detection model is built with a training set which is always a per-collected traffic data while the detection is performed over new traffic data. In our simulation, we use part of the data as training data to build the model, i.e., $M_{\text{basic}}$. We also build a model, i.e., $M_{\text{global}}$. As shown in Fig. 5, the model is different. Indeed, the attack traffic features different characteristics during different period as mentioned in [20]. Therefore, it is necessary to update the detection model in real-time to ensure the detection performance.

Although performing a global update, i.e., building a new model based on the new observation data, solves the data shift issue, it is always too expensive to adopt in reality. Our approach which is update the CPDs on the original model mitigates the impact of the issues and therefore, improves the detection accuracy as demonstrated in next subsection.

5.4.2. Accuracy

The last evaluation is to test the detection accuracy of our attack detection system. Table 2 shows the detection rates for all three our models, $M_{\text{basic}}$, $M_{\text{global}}$ and $M_{\text{local}}$. The detection rate is the number of detected attacks divided by the number of total attacks. The miss detection rate is the number of missed attacks divided by the number of total attacks. We also reported the false positive rate and the true positive rate in the form of ROC curve in Fig. 6. As we expected, there is a performance degradation between training and testing set due to the data shift. Such degradation can be remedied by both local or global updates. $M_{\text{local}}$ performs better than $M_{\text{basic}}$ but a little worse than $M_{\text{global}}$. This is because local update can only remedy data shift deviation which is not big to change the model structure. Over time, the data shift deviation will cause the structure change of the underlying graphical model. At that time, a global update is needed. We show the graph structure learned from the training data in Fig. 5. We can see the feature selection property of our model from the figure, i.e., not all features are related to attack detection. And the graph model structure trained through local update (Fig. 5a) is different from the one trained through global update (Fig. 5b). It is worth mentioning that even the underlying graph structure changes, the detection accuracy will not be degraded greatly.

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Detection rate (%)</th>
<th>Miss detection rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{basic}}$</td>
<td>74.02</td>
<td>25.98</td>
</tr>
<tr>
<td>$M_{\text{local}}$</td>
<td>86.56</td>
<td>13.44</td>
</tr>
<tr>
<td>$M_{\text{global}}$</td>
<td>89.30</td>
<td>10.70</td>
</tr>
</tbody>
</table>

![Fig. 5. Graph structures.](image-url)
Fig. 6. ROC curves for $M_{\text{base}}$ (GM), $M_{\text{global}}$ (update both CPDs and structure) and $M_{\text{local}}$ (update CPDs only) and CTBN.

5.4.3. Comparison

We first compare our detection scheme with the scheme in [9] which used continuous time Bayesian network (CTBN). The ROC curve in Fig. 6 shows that the performance of our method is similar to theirs. However, our model excels in terms of smaller computational cost because latent variables are included in CTBN. In order to learn such variables, they used the EM algorithm which requires performing an inference for each iteration. Compared to that, our design does not contain any latent variables, and therefore does not need to perform inference during learning. Also, our model enjoys higher expressiveness compare to their CTBN template since we imposed less structural constraints.

We also compare our detection results with Snort and Snort.AD. Snort is a popular open-source, signature-based network intrusion detection while Snort.AD is an anomaly-based preprocessor for Snort, which uses Holt-Winters model to detect anomaly network behavior including DDoS attacks. Snort reported 6.73% attack packets because most of the attack packets are well-formatted HTTP requests, which can bypass the predefined signatures. Snort.AD, on the other hand, generated 23 more alerts than Snort, but only two of them are real attack. The reason that Snort.AD works poorly is due to the stealth of the application layer DDoS attack.

6. Related work

Defending DDoS attack in traditional network has been studied for several decades. The surveys [21,22] have included most of these work. Although our objective shares the similarity with them which is to defend DDoS attacks, our network environment which involves cloud computing and SDN is quite different from theirs. SDN technique has been used to address various network security. Jafarian et al. [23] proposed a random host mutation scheme using OpenFlow to achieve transparent moving target defense in SDN. Porras et al. proposed a security enforcement kernel for SDN in [24] to detect policy conflicts within the switches. Yao et al. utilized the SDN architecture to validate source addresses in [25]. The key difference between those work and ours is that they try to address the traditional network security threats using SDN to achieve better performance while we focus on the new challenges in the new network paradigm. Recently, Shin et al. [26] proposed an OpenFlow security application development framework, FRESCO, to enable secure application development in SDN. In contrast with FRESCO, our work focuses on DDoS attack challenges in cloud computing, which requires additional functionalities such as letting enterprises control the network slice other than those provided by existing solutions.

A network intrusion detection system (NIDS) differentiates malicious traffic from the benign traffic. There are two broad categories of IDSes: signature-based IDS and anomaly-based IDS. Signature-based detection systems, e.g. Snort, can detect known attacks by utilizing the signature of those attacks. Such systems require frequent signature updates and could only detect known attacks. Anomaly-based detection systems are able to detect abnormal network traffics which could potentially be attacks. Patcha and Park presented a survey of existing anomaly detection techniques in [27]. One of the popular techniques in anomaly detection is Bayesian network inference model, which has several advantages for data analysis [28]. Kruegel et al. [7] proposed a Bayesian classification algorithm to do intrusion detection by monitoring the system calls. Gupta et al. [8] incorporated multiple detection layers, all of which are Bayesian network based, to increase the detection accuracy. Xu and Shelton [9] used a continuous time Bayesian network model, which considers temporal sequence of events, to construct both network-based and host-based intrusion detection systems. Although we use the Bayesian network inference model to detect the DDoS attacks as well, the major differences between those works and ours is that our graphical model updates itself based on new observations continuously to address the potential dataset shift issue.

7. Conclusion

Cloud computing is already here to stay and SDN is gaining increased popularity. With both of the technology emerging as the future enterprise IT solutions, it is worthwhile to look at the implications of the combination of the two, particularly on the enterprise network security. In this paper, we analyze the impact of cloud computing and SDN on DDoS attack defense. Based on our analysis, we identify the challenges and the benefits raised by these new technologies. We claim that with careful design, SDN could help with DDoS attack protection. To substantiate our finding, we proposed our solution of defending DDoS attack—DaMask architecture. Compared to the existing solutions, DaMask requires little effort from the cloud provider which means few changes are required from the current cloud computing service architecture. The SDN-based network monitoring and control mechanism allow companies to control and configure their defense mechanisms in
the cloud effectively without affecting other cloud users. In addition, DaMask features a graphical model based anomaly detection module. To enhance the detection accuracy, we proposed a model update method that updates the inference model periodically using Bayesian inference method. We also carried out a simulation study using real network traces to evaluate the performance. The results show that our proposed DaMask is successful in dealing with the new challenges raised. The SDN-based network management can rapidly adapt to the network topological changes. The detection algorithm is fast enough to perform online packet inference and it achieves a high detection rate. The proposed model update process saves a significant amount of time compared to regenerating a model while suffering hardly any performance loss in terms of detection accuracy.
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