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Abstract

The popularity of using Internet contains some risks of network attacks. Intrusion detection is one major research problem in network security, whose aim is to identify unusual access or attacks to secure internal networks. In literature, intrusion detection systems have been approached by various machine learning techniques. However, there is no a review paper to examine and understand the current status of using machine learning techniques to solve the intrusion detection problems. This chapter reviews 55 related studies in the period between 2000 and 2007 focusing on developing single, hybrid, and ensemble classifiers. Related studies are compared by their classifier design, datasets used, and other experimental setups. Current achievements and limitations in developing intrusion detection systems by machine learning are present and discussed. A number of future research directions are also provided.

1. Introduction

The Internet has become a part of daily life and an essential tool today. It aids people in many areas, such as business, entertainment and education, etc. In particular, Internet has been used as an important component of business models (Shon & Moon, 2007). For the business operation, both business and customers apply the Internet application such as website and e-mail on business activities. Therefore, information security of using Internet as the media needs to be carefully concerned. Intrusion detection is one major research problem for business and personal networks.

As there are many risks of network attacks under the Internet environment, there are various systems designed to block the Internet-based attacks. Particularly, intrusion detection systems (IDSs) aid the network to resist external attacks. That is, the goal of IDSs is to provide a wall of defense to confront the attacks of computer systems on Internet. IDSs can be used on detect difference types of malicious network communications and computer systems usage, whereas the conventional firewall can not perform this task. Intrusion detection is based on the assumption that the behavior of intruders different from a legal user (Stallings, 2006).

In general, IDSs can be divided into two categories: anomaly and misuse (signature) detection based on their detection app-
2. Machine learning techniques

2.1. Pattern classification

Pattern recognition is the action to take raw data and activity on data category (Michalski, Bratko, & Kubat, 1998). The methods of supervised and unsupervised learning can be used to solve different pattern recognition problems (Theodoridis & Koutroumbas, 2006, 2006). In supervised learning, it is based on using the training data to create a function, in which each of the training data contains a pair of the input vector and output (i.e. the class label).

The learning (training) task is to compute the approximate distance between the input–output examples to create a classifier (model). When the model is created, it can classify unknown examples into a learned class labels.

2.2. Single classifiers

The intrusion detection problem can be approached by using one single machine learning algorithm. In literature, machine learning techniques (e.g. k-nearest neighbor, support vector machines, artificial neural network, decision trees, self-organizing maps, etc.) have been used to solve these problems.

2.2.1. K-nearest neighbor

K-nearest neighbor (k-NN) is one of the most simple and traditional nonparametric technique to classify samples (Bishop, 1995; Manocha & Girolami, 2007). It computes the approximate distances between different points on the input vectors, and then assigns the unlabeled point to the class of its K-nearest neighbors. In the process of create k-NN classifier, k is an important parameter and different k values will cause different performances. If k is considerably huge, the neighbors which used for prediction will make large classification time and influence the accuracy of prediction.

k-NN is called instance based learning, and it is different from the inductive learning approach (Mitchell, 1997). Thus, it does not contain the model training stage, but only searches the examples of input vectors and classifies new instances. Therefore, k-NN “on-line” trains the examples and finds out k-nearest neighbor of the new instance.

2.2.2. Support vector machines

Support vector machines (SVM) is proposed by Vapnik (1998). SVM first maps the input vector into a higher dimensional feature space and then obtain the optimal separating hyper-plane in the higher dimensional feature space. Moreover, a decision boundary, i.e. the separating hyper-plane, is determined by support vectors rather than the whole training samples and thus is extremely robust to outliers.

In particular, an SVM classifier is designed for binary classification. That is, to separate a set of training vectors which belong to two different classes. Note that the support vectors are the training samples close to a decision boundary. The SVM also provides a user specified parameter called penalty factor. It allows users to make a tradeoff between the number of misclassified samples and the width of a decision boundary.

2.2.3. Artificial neural networks

The neural network is information processing units which to mimic the neurons of human brain (Haykin, 1999). Multilayer perceptron (MLP) is the widely used neural network architecture in many pattern recognition problems. A MLP network consists of an input layer including a set of sensory nodes as input nodes, one or more hidden layers of computation nodes, and an output layer of computation nodes. Each interconnection has associated with it a scalar weight which is adjusted during the training phase.

In addition, the backpropagation learning algorithm is usually used to train a MLP, which are also called as backpropagation neural networks. First of all, random weights are given at the beginning of training. Then, the algorithm performs weights tuning to define whatever hidden unit representation is most effective at minimizing the error of misclassification.

2.2.4. Self-organizing maps

Self-organizing map (SOM) (Kohonen, 1982) is trained by an unsupervised competitive learning algorithm, a process of self organization. The aim of SOM is to reduce the dimension of data visualization. That is, SOM projects and clusters high-dimensional input vectors onto a low-dimensional visualized map, usually 2 for visualization. It usually consists of an input layer and the Kohonen layer which is designed as two-dimensional arrangement of neurons that maps n dimensional input to two dimensions. Kohonen’s SOM associates each of the input vectors to a representative output. The network finds the node closest to each training case and moves the winning node, which is the closest neuron (i.e. the neuron with minimum distance) to the training case.

That is, SOM maps similar input vectors onto the same or similar output units on such a two-dimensional map. Therefore, output units will self-organize to an ordered map and those output units with similar weights are also placed nearby after training.

2.2.5. Decision trees

A decision tree classifies a sample through a sequence of decisions, in which the current decision helps to make the subsequent decision. Such a sequence of decisions is represented in a tree structure. The classification of a sample proceeds from the root node to a suitable end leaf node, where each end leaf node represents a classification category. The attributes of the samples are assigned to each node, and the value of each branch is corresponding to the attributes (Mitchell, 1997).

A well-known program for constructing decision trees is CART (Classification and Regressing Tree) (Breiman, Friedman, Olshen, & Stone, 1984). A decision tree with a range of discrete (symbolic) class labels is called a classification tree, whereas a decision tree with a range of continuous (numeric) values is called a regression tree.

2.2.6. Naive bayes networks

There are many cases where we know the statistical dependencies or the causal relationships between system variables. However, it might be difficult to precisely express the probabilistic relationships among these variables. In other words, the prior knowledge about the system is simply that some variable might influence others. To exploit this structural relationship or casual dependencies between the random variables of a problem, one can use a probabilistic graph model called Naive Baysian Networks (NB).

The model provides an answer to questions like “What is the probability that it is a certain type of attack, given some observed system events?” by using conditional probability formula. The structure of a NB is typically represented by a directed acyclic graph (DAG), where each node represents one of system variables and each link encodes the influence of one node upon another (Pearl, 1988). Thus, if there is a link from node A to node B, A directly influences B.

2.2.7. Genetic algorithms

Genetic algorithms (GA) use the computer to implement the natural selection and evolution (Koza, 1992). This concept comes from the “adaptive survival in natural organisms”. The algorithm
starts by randomly generating a large population of candidate programs. Some type of fitness measure to evaluate the performance of each individual in a population is used. A large number of iterations is then performed that low performing programs are replaced by genetic recombinations of high performing programs. That is, a program with a low fitness measure is deleted and does not survive for the next computer iteration.

2.2.8. Fuzzy logic
Fuzzy logic (or fuzzy set theory) is based on the concept of the fuzzy phenomenon to occur frequently in real world. Fuzzy set theory considers the set membership values for reasoning and the values range between 0 and 1. That is, in fuzzy logic the degree of truth of a statement can range between 0 and 1 and it is not constrained to the two truth values (i.e. true, false). For examples, “rain” is a commonly natural phenomenon, and it may have very fierce change. Raining may be able to convert the circumstances from slight to violent (Zimmermann, 2001).

2.3. Hybrid classifiers
In the development of an IDS, the ultimate goal is to achieve the best possible accuracy for the task at hand. This objective naturally leads to the design of hybrid approaches for the problem to be solved. The idea behind a hybrid classifier is to combine several machine learning techniques so that the system performance can be significantly improved. More specifically, a hybrid approach typically consists of two functional components. The first one takes raw data as input and generates intermediate results. The second one will then take the intermediate results as the input and produce the final results (Jang, Sun, & Mizutani, 1996). In particular, hybrid classifiers can be based on cascading different classifiers, such as neuro-fuzzy techniques. On the other hand, hybrid classifiers can use some clustering-based approach to preprocess the input samples in order to eliminate unrepresentative training examples from each class. Then, the clustering results are used as training examples for classifier design. Therefore, the first level of hybrid classifiers can be based on either supervised or unsupervised learning techniques.

Finally, hybrid classifiers can also be based on the integration of two different techniques in which the first one aims at optimizing the learning performance (i.e. parameter tuning) of the second model for prediction.

2.4. Ensemble classifiers
Ensemble classifiers were proposed to improve the classification performance of a single classifier (Kittler, Hatef, Duin, & Matas, 1998). The term “ensemble” refers to the combination of multiple weak learning algorithms or weak learners. The weak learners are trained on different training samples so that the overall performance can be effectively improved.

Among the strategies for combining weak learners, the “majority vote” is arguably the most commonly used one in the literature. Other combination methods, such as boosting and bagging, are based on training data resampling and then taking a majority vote of the resulting weak learners.

3. Comparisons of related work

3.1. Types of classifier design
The methods for intrusion detection can be generally divided into three categories, namely single, hybrid, and ensemble. To understand the types of classifier design, Table 1 shows the total numbers of the 55 articles using single, ensemble, and hybrid classifiers respectively. Fig. 1 presents year wise distribution of these articles in terms of their classifier design.

Regarding Table 1, single classifiers have the largest number of literatures between 2000 and 2007. On the other hand, very few studies consider ensemble classifiers although they could outperform single classifiers in terms of classification accuracy.

Fig. 1 depicts the number of papers within each year. The number of papers using single methods yields a peak in 2004 and decreases gradually after that. Due to the recent developments in intrusion detection, it is now very difficult to design a single approach which outperforms the existing ones. On the other hand, the hybrid approaches have moved from marginalization to mainstream in the recent years. A strong supporting evidence is that there are 10 research publications based on hybrid approaches in

<table>
<thead>
<tr>
<th>Type</th>
<th>No. of articles</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hybrid</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ensemble</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

![Fig. 1. Yearwise distribution of articles for the types of classifier design.](image-url)
2007. Note that these is only one paper using single method in the same year. Without a doubt, the hybrid approaches provide better flexibility and thus are gaining more popularity in the recent year.

### 3.2. Single classifiers

For the work based on designing single classifiers, Table 2 shows the total numbers of articles using different classification techniques, e.g. SVM, MLP, etc. Similar to Figs. 1 and 2 presents yearwise distribution of these articles in terms of their developed classifiers.

K-NN and SVM are the most commonly used techniques of single approach on intrusion detection. This result implies (although the number of comparative samples is not large) that SVM is getting more considered for single classifier design. On the other hand, fuzzy logic and SOM do not largely consider in intrusion detection.

### 3.3. Hybrid classifiers

As there are three strategies to design hybrid classifiers, Table 3 shows the total numbers of articles based on the three types of hybrid classifiers respectively. Fig. 3 presents yearwise distribution of these articles in terms of their hybrid classifier design.

#### Table 2: Total numbers of articles for single classifiers.

<table>
<thead>
<tr>
<th>Fuzzy logic</th>
<th>K-NN</th>
<th>SVM</th>
<th>NB</th>
<th>MLP</th>
<th>DT</th>
<th>SOM</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of articles</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Table 3: Total numbers of articles for hybrid classifiers.

<table>
<thead>
<tr>
<th>Cluster + Single methods</th>
<th>Cascaded hybrid methods</th>
<th>Integrated-based hybrid methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of articles</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>
The result shows that integrated-based hybrid classifiers are the most considered hybrid classifier design approach for intrusion detection. In particular, they are mostly developed in 2007. On the other hand, cascaded hybrid classifiers are also largely considered in literature.

Note here that as the number of studies focusing on ensemble classifiers for intrusion detection is very few, they are not compared in this paper.

3.4. Baselines

There are many baseline approaches, against which more involved methods are compared, in the literature. That is, each work generally chooses different baseline classifiers to validate their intrusion detection systems. Table 4 shows yearwise distribution of articles using different techniques as their baselines.

Apparently, SVM is the most widely used baseline technique. In addition, it has also been considered recently for model comparisons. For related work focusing on hybrid or ensemble classifiers, many of their baseline classifiers are only based on some of the above single classifiers.

3.5. Datasets

Table 5 shows yearwise distribution of datasets used for experiments. Note that some work divide one dataset into two datasets for two experiments.

Currently, as there are only few public datasets like KDD’99, DARPA 1998 and DARPA 1999, much related work considers these datasets for their experiments. Very few studies use non-public or their own datasets. This result shows that these public datasets are recognized as standard datasets in intrusion detection.

3.6. Feature selection

Before training, the step of feature (or variable) selection may be considered. The process of feature selection identifies which features are more discriminative than the others. This has the benefit of generally improving system performance by eliminating irrelevant and redundant features. Table 6 shows yearwise distribution of feature selection considered in related work.

This result reveals that not all studies perform feature selection before classifier training. In particular, 26 experiments considered feature selection. On the other hand, 30 experiments do not perform feature selection. In total, feature selection is not very popular procedure in intrusion detection. However, nine studies in 2007 use different feature selection methods for their experiments. This implies that feature selection could improve some certain level of classification accuracy in intrusion detection.

4. Discussion and conclusion

We have reviewed current studies of intrusion detection by machine learning techniques. In particular, this paper reviews recent papers which are between 2000 and 2007. In addition, we consider a large number of machine learning techniques used in the intrusion detection domain for the review including single, hybrid, and ensemble classifiers.

Regarding the comparative results of related work, developing intrusion detection systems using machine learning techniques still need to be researched. The following issues could be useful for future research.

- Baseline classifiers. The chosen one single classifier for the model comparison and evaluation may be no longer a good candidate as the baseline classifier. It would be valuable if different ensemble classifiers and hybrid classifiers are compared in terms of prediction accuracy.
- The architecture of multiple classifiers. Designing more sophisticated classifiers via combining ensemble and hybrid classifiers can be examined. Since the idea of combining multiple classifiers is to collaborate each other instead of competition, it may be worth combining ensemble and hybrid classifiers for intrusion detection.
- Feature selection. As there are numbers of feature selection approaches, the reviewed studies which consider feature selection only choose one specific method, it is not known which method perform the best especially under what classification techniques for intrusion detection.
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