Modeling the dynamics of worm propagation using two-dimensional cellular automata in smartphones
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\textbf{Abstract}

Smartphones combine the communication capabilities of cellphones and the functions of PDA (personal digital assistant), which enable us to access a large variety of ubiquitous services, such as surfing the web, sending/receiving emails, MMS, and online shopping. However, the availability of these services provided by smartphones increases the vulnerability to worm attacks. In addition, modeling on worm propagation in smartphones is particularly challenging because it is difficult to piece together dynamics from pair-wise device interactions. To characterize the propagation dynamics of worms in smartphones, we propose an efficient worm propagation modeling scheme using a two-dimensional cellular automata based on the epidemic theory. A set of suitable local transition rules is designed for the two-dimensional cellular automata in this scheme. Moreover, this scheme integrates an infection factor to evaluate the spread degree of infected nodes, and a resistance factor to evaluate the degree that susceptible nodes resist. Five classes of epidemic states are considered: susceptible, exposed, infected, diagnosed, and recovered. We explore a strategy for simulating the dynamics of worm propagation process from a single node to the entire network. The effectiveness and rationality of the proposed model have been validated through extensive simulations.
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1. Introduction

Smartphones combine the wireless communication capabilities of cellphones and the functionalities of personal digital assistants (PDAs). They can be used to surf the web, send/receive emails, store and play music, and take photographs and videos. In addition, most smartphones use an application-based interface, which allows users to download individual programs that can perform a variety of tasks. Canalys\textsuperscript{[1]} published its final worldwide country-level Q2 2011 smart phone market estimates in August 1, 2011, showing a substantial market growth in all regions of the world. Globally, the market grows 73\% year-on-year, with around 107.7 million units shipped in the second quarter of 2011.

As the popularity of smartphones increases, the number of smartphones on the market is steadily increasing. To more and more users, smartphones are becoming an integral part of their everyday lives. Moreover, most smartphones are now being equipped with advanced features, such as e-mail access and multimedia messaging, which increases their vulnerability to infection. Yet, fewer smartphones are being designed to guard against worm attacks, which makes them a more appealing target to hackers and worm writers.
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Worms are self-replicating computer viruses, which can propagate through computer networks without any human intervention. They have been rampant in the Internet for more than two decades. Since 2004, worms have been known to spread among smartphones and other mobile devices through wireless networks. The first known worm in smartphones emerged in June 2004. It was called Cabir [2] and was propagated through Bluetooth [3,4] as an infection vector.

There are various channels used by malware in smartphones to transmit an infection to other susceptible smartphones. Smartphones can be subjected to various attack vectors, such as SMS, Bluetooth, WiFi, Web browsers, and emails. These become a step stone that allows a hacker to have access to personal information on personal smartphones. In this paper, we focus on proximity based communication channels, namely, we concentrate our study on modeling and analysis of Bluetooth-based worm propagation, which provides a means of message transfer similar to the method of spreading infectious diseases. A preliminary version of this paper appeared in [5].

Mathematical epidemiology has existed for over a hundred years. Epidemic modeling is used to imitate the spreading of infectious diseases for a given population, such as H1N1, SARS, and influenza. Infected individuals spread the virus to healthy individuals that they contact with. We can use this model to predict the transmission rate of mobile malware in smartphones based on contact via proximity.

Since Internet worms are similar to biological viruses in their self-replicating and propagative behaviors, epidemiological models for analyzing the propagation of Internet worms is nothing new to us, as there has been tremendous interest in modeling the propagation of Internet worms over the past decades [6–8]. The study of computer worms in general, and Internet worms in particular, is a very popular topic of research.

The security issue regarding worm propagation that exploits geographic proximity of wireless-enabled devices has received significant attention in recent years. Many efforts have been made to model the propagation behaviors of worms in wireless networks, such as wireless sensor networks [9] and wireless ad-hoc networks [10]. Most epidemic models have focused almost entirely on the technology of the differential equations [9] and the Markov chain [10].

Although most previous work can provide some valuable insight into the characteristics and dynamics of worm propagation, the models based on differential equations fail to capture the local characteristics of spreading processes, nor do they include interaction behaviors among individuals. Furthermore, the models based on the Markov chain are difficult to describe the spatial–temporal process of worm propagation.

Cellular automata (CA) [11] can overcome these drawbacks and has been used as an efficient alternative method to characterize epidemic spreading [12–15] and malware propagation [16]. Generally speaking, cellular automata can model the computation capability characterizing physical, biological, or environmental complex phenomena, such as growth processes, reaction–diffusion systems, epidemic models, and the spread of forest fire.

Even though CAs have been used for several decades in the domain of computational models, modeling worm propagation has rarely been utilized to its full potential. The main goal of our work is to verify the applicability using the cellular automata to characterize the propagation dynamics of Bluetooth worms. We believe that CAs can be useful in simulating this kind of network because the behavior and/or the state of a wireless node are/is capable of modifying all network behaviors. This characteristic is similar to that found in many dynamic systems, which are commonly simulated through CAs.

In this paper, based on cellular automata, we present a detailed analytical model that characterizes the propagation dynamics of Bluetooth worms by considering the following realistic modeling assumptions: 1) the infection factor of an infectious device for susceptibility is different, and 2) the resistance factor of each device for spreading a worm is different. These assumptions are not usually addressed in previous analytical work due to their simplicity. The goal of our work is summarized as follows:

- To characterize the propagation dynamics of Bluetooth worms by exploiting cellular automata and by introducing an infection index to measure the state of transition to susceptible individuals.
- To formulate the impact of individual difference on the propagation dynamics of Bluetooth worm by introducing an infection factor and/or resistance factor of individuals.
- To show the effectiveness and rationality of the proposed approach through extensive simulations and numerical analysis.

The remainder of this paper is structured as follows: In Section 2, we provide an overview of related work and discuss the system model in Section 3. In Section 4, we present a model to characterize the spreading of the epidemic. We show the results of model validation in Section 5, and conclude the paper in Section 6.

2. Related work

In this section, we investigate related work in three dimensions. The first dimension is the Bluetooth-based worm propagation model; the second is related to the SMS/MMS-based worm propagation model; and the last is related to the hybrid worm propagation model.
2.1. Bluetooth-based

With the increasing of inherent convenience and computation and communication power, smartphones are becoming a natural focus of future network applications. However, the smartphone-based mobile networks in turn have become the target of malware. A number of studies have demonstrated the severe threat of Bluetooth-based malware propagation. Yan and Eidenbenz [17] built a comprehensive analytical model to study the spread of Bluetooth worms and to investigate the impact of mobility patterns on Bluetooth worm propagation. Rhodes and Nekovee [18] investigated the effect of population characteristics and device behavior on the outbreak dynamics of Bluetooth worms. Martin et al. [19] predicted the future spread of cell phone viruses using the SIS model from mathematical epidemiology. Su et al. [20] investigated whether a large-scale Bluetooth worm outbreak is viable in practice and used trace-driven simulations to examine the propagation dynamics of Bluetooth worms. They found that Bluetooth worms can infect a large population, in just a few days. Zheng et al. [21] focused on modeling population distribution density, Bluetooth radius, and node velocity. Their results pointed to a variety of quarantine methods that could greatly reduce the worm potential virulence. Mickens and Noble [22] proposed a probabilistic queuing framework to model the propagation of mobile viruses over short-range wireless interfaces using coupled differential equations. The authors demonstrated the impact of node speed upon the steady state infection level of the network, and provided a preliminary stochastic counterpart for the deterministic model.

2.2. SMS/MMS-based

Some viruses can spread via short/multimedia messaging service (SMS/MMS) messages by attaching a copy of itself to a SMS/MMS message and sending the virus to some other device capable of receiving SMS/MMS. The propagation of SMS/MMS-based viruses in smartphones follows a long-range spreading pattern similar to the spreading of computer viruses.

Van Ruitenbeek et al. [23] proposed response mechanisms to analyze the effects of multimedia messaging system (MMS) viruses that spread by sending infected messages to other phones. Fleizach et al. [24] developed an event-based simulator to evaluate the effects of malware propagation using communication services like VOIP and MMS in mobile phone networks. However, they did not use real traffic data in their worm propagation model.

2.3. Hybrid-based

Specifically, some hybrid viruses can propagate via Bluetooth and SMS/MMS, and have the potential to become more dangerous than the propagation of viruses through a single spreading vector. Investigating Hybrid-based schemes related to the malware of smartphones is now gaining attention, with many malware propagation models for smartphones proposed.

Gao and Liu [25] proposed a two-layer model to simulate the propagation process of Bluetooth-based and SMS-based viruses in mobile networks. The impact of human behavior (i.e., human operations and mobility patterns) on virus propagation were imported into this model. Cheng et al. [26] proposed an analytical model to efficiently analyze the speed and severity for spreading the hybrid malware, such as Commwarrior which could target a multimedia messaging service (MMS) and Bluetooth. Ramachandran and Sikdar [27] presented a comprehensive analytical model to explore the impact of various spreading mechanisms on the dynamics of malware propagation in networks of smart cell phones, such as downloads from the Internet or P2P networks, transfers through Bluetooth, WLAN and infra-red interfaces, and also through MMS or SMS messages. Xia et al. [28] discussed the propagation characteristics of Bluetooth and MMS, and then built the susceptible–exposed–infected–recovered–dormancy (SEIRD) model for the Bluetooth and MMS hybrid spread mode according to Commwarrior. Wang et al. [29] presented a model on mobile malware using the SI model and studied the spreading patterns of both Bluetooth and MMS worms. Mobile phone data was processed to obtain the mobility of devices at a cell-tower resolution. The compartmental model studied here did not represent the heterogeneity that was required to represent realistic network characteristics. Bose and Shin [30] modeled the malware propagation through both MMS/SMS and Bluetooth vectors using a fine-grained agent-based simulator. They emulated the propagation of this virus in a small mobile network representative of a public meeting place such as a stadium or airport using data from a real-world SMS network. Fan et al. [31] built the Susceptible-Exposed-Infected-Recovered (SEIR) model for the Bluetooth and SMS/MMS hybrid spread mode based on the preventive immunity and mutation of a mobile phone virus. They further discussed the influence of the propagation parameter such as preventive immunity of mobile phone users, mutation of virus, immunity structure in the SMS/MMS network and node average degree in the Bluetooth network on the propagation of the virus.

3. System modeling

According to the spread property of Bluetooth worms, the epidemic state of a node or a cell is divided as follows:

- Susceptible state ($S$): nodes have not been infected by any worm in the network but are prone to infection.
- Exposed state ($E$): nodes have been infected by the worm but have not spread the worm to the susceptible smartphone while transmitting data or controlling the messages sent to the phones for the time being.
- Infectious state ($I$): nodes have been infected by worms in the network and they may infect some nodes in state $S$.
- Diagnosed state ($D$): nodes have been diagnosed to be infected by some kind of specific worm.
Recovered state (R): nodes that used to be infected by worms or nodes no longer work as their energy is exhausted. Those nodes are cleaned of worms and immune to the same type of cleaned worms.

The transforming process of states for worm propagation is illustrated in Fig. 1.

Let the number of susceptible, exposed, infectious, diagnosed and recovered nodes at time \( t \) be denoted by \( S(t) \), \( E(t) \), \( I(t) \), \( D(t) \) and \( R(t) \), respectively. Then, \( S(t) + E(t) + I(t) + D(t) + R(t) = N \).

We assume that \( N \) wireless nodes are randomly deployed in the network where communication radius is \( r \). The description of related parameters is showed in Table 1.

### 4. Modeling worm propagation

#### 4.1. Overview of Bluetooth

Bluetooth [3,4] is a short-range radio technology that connects different wireless devices at low cost. It has a low power consumption specification that uses an ad-hoc network and uses data and voice communication in any place throughout the world. Bluetooth technology was created by Ericsson in 1994 to provide wireless connection between devices and mobile phones. The given name and logotype came from a Scandinavian king called Harold Bluetooth (Blatand"). Bluetooth technology has a wide range of applications, such as wireless headsets, dial-up networking, and peer-to-peer file sharing. The market for Bluetooth-enabled devices has grown rapidly in recent years, and 272 million Bluetooth-enabled devices were shipped in 2005, twice as many as in 2004. One industry research report [32] estimates that nearly 2.5 billion Bluetooth-enabled devices will be shipped in 2014.

#### 4.2. Overview of cellular automata

Cellular automata [11] were first proposed by Von Neumann and Stan Ulam in the early 1950s to act as a simple model of biological self-reproduction. A CA is a discrete dynamic system, where space, time, and the states of the system are distinct, and it is a spatially and temporally discrete, deterministic mathematical model. A CA contains large numbers of simple identical components with local interactions, and has the ability to simulate the complex system and the spatial–temporal evolution process. It becomes an important tool to study the space–time evolution of self-organization system due to its capability to characterize the characteristics of complex system based on simple local rules.

In general, a CA can be defined by any dimension. One-, two-, and three-dimensional cellular automata are often used by researchers. For example, a one-dimensional CA can be visualized as having a cell at each integral point on the real number line, with a cell \( C_i \) having a left and a right neighbor (except edge conditions). A two-dimensional CA is represented as a regular spatial lattice or grid. At time \( t \), each cell stays in one of a finite number of possible discrete states. By interacting with its neighbors, each cell updates its current state following a set of specific transition rules.

According to the above description, a CA can be formally defined as a four-tuple, \( \{ C, S, V, f \} \) where:
- \( C \) denotes a cellular space, for a two-dimensional CA, \( C = \{(i, j) \mid i, j \in \mathbb{Z}, \ 1 \leq i \leq L, \ 1 \leq j \leq L \} \).
- \( S \) denotes a finite state set whose elements are all the possible states of the cells.
- \( V \) denotes the neighborhood of each cell, for a two-dimensional CA, \( V = \{(x_k, y_k) \mid 1 \leq k \leq N \} \subset \mathbb{Z} \times \mathbb{Z} \).
- \( f \) denotes a set of local transition rules.

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>Probability with which a node in state ( S ) becomes a node in state ( E )</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>Probability with which a node in state ( E ) becomes a node in state ( I )</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>Probability with which a node in state ( E ) becomes a node in state ( R )</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>Probability with which a node in state ( I ) becomes a node in state ( D )</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>Probability with which a node in state ( S ) becomes a node in state ( R )</td>
</tr>
<tr>
<td>( p_6 )</td>
<td>Probability with which a node in state ( D ) becomes a node in state ( R )</td>
</tr>
</tbody>
</table>
4.3. Worm propagation modeling with cellular automata

(1) Cellular space.

In this paper, we consider that a network (see Fig. 2) is composed of \( N \) Bluetooth-enabled smartphones which are randomly deployed on a square 2-D grid composed of \( L \times L \) units. Thus, the cellular space is formed by a 2-D array of \( L \times L \) cells. Moreover, it is assumed that each cell is occupied by at most one wireless node in the cellular space.

Each wireless node can establish wireless links only with those nodes within a circle of radius \( r \) due to the limited transmission range. To simplify the analysis, we assume that the horizontal and vertical coordinates of a wireless node are represented by \( i \) and \( j \) in the 2-D grid (cellular space). Namely, cell \( C_{ij} \) denotes a node located in the position with a 2-D coordinate \((i, j)\).

(2) Cellular state.

The traditional cellular automata paradigm forms the basis of our worm model and incorporates the spatial distribution of the population by use of the Moore neighborhood. The basic unit of cellular automata is a cell. Each cell can be in one of a finite number of distinct states at each discrete time. Moreover, each cell transforms from its current state to a new state (at the next time) based on its current state and the states of its neighbors, according to the transition rules. In our model, a cell represents an individual with a Bluetooth-enabled device. Thus, each cell can be characterized by the state and the likelihood of risks for exposure and infection by a worm.

Similar to the traditional epidemic model, in the susceptible state \( S \), the cell is capable of infecting a worm from its infected neighbors; in the exposed state \( E \), the cell has been infected by the worm but not yet infectious; in the infectious state \( I \), the cell is capable of transmitting the infection to its neighbors; in the diagnosed state \( D \), the cell has been diagnosed to be infected by some kind of specific worm; in the recovery state \( R \), the cell is neither capable of passing on the infection nor capable of contracting the infection.

Let \( S^u_{ij}(t) \) denote the state of a wireless node \( u \) which is located in cell \( C_{ij} \) at time \( t \). To simplify the analysis, the epidemic state of \( u \) which is located in the cell \( C_{ij} \) is defined as follows:

\[
S^u_{ij}(t) = \begin{cases} 
0, & C_{ij} \text{ is susceptible at time } t, \\
1, & C_{ij} \text{ is exposed at time } t, \\
2, & C_{ij} \text{ is infected at time } t, \\
3, & C_{ij} \text{ is diagnosed at time } t, \\
4, & C_{ij} \text{ is recovered at time } t.
\end{cases}
\] (1)

(3) Cellular neighbor.

According to the corresponding transmission range \( r \), we define the neighborhood of wireless nodes as shown in Fig. 3. Let the length of a grid be 1. If \( r = 1 \), each cell or node has no more than 4 cells or nodes as neighbors, that is, the neighborhood of Von Neumann (see Fig. 3 (a)). If \( r = 1.414 \), each cell or node has no more than 8 cells or nodes as neighbors, that is, the Moore neighborhood (see Fig. 3 (b)). If \( r = 2 \), each cell or node has no more than 12 cells or nodes as neighbors, that is, the extension for the neighborhood of Von Neumann (see Fig. 3 (c)). If \( r = 2.828 \), each cell or node has no more than 24 cells or nodes as neighbors, that is, the extension of Moore neighborhood (see Fig. 3 (d)). It is obvious that a cell or node has more neighbors as \( r \) increases.

(4) Transition rule.

Let \( \Phi_{C_{ij}, C_{kl}} \) denote the interaction coefficient between cell \( C_{ij} \) and its neighbors, which is defined as the strength or likelihood of an infection from one cell to another. Let \( \delta \) denote an infection index, which is calculated as a ratio of the interaction coefficient between cell \( C_{ij} \) and its neighbors to its resisted factor. Let \( T \) denote the transmission threshold
nodes are set to be state. Thus, $\Phi_{C_{ij},C_{kl}}$ and $\delta$ are described as follows:

$$\Phi_{C_{ij},C_{kl}} = \sum_{m=1}^{m=N_{u}} \frac{IF_{vu}}{\sqrt{(i-k)^2 + (j-l)^2}}$$

(2)

$$\delta = \frac{\Phi_{C_{ij},C_{kl}}}{RF}$$

(3)

Where: $IF_{vu}$ is the infected factor, which denotes the infection degree from node $v$ to node $u$ ($0 \leq IF \leq 1$). If $IF$ equals to 0, it denotes the node has no infection to other nodes. If $IF$ equals to 1, it denotes that the node has a stronger infection with other nodes. $RF$ is the resisted factor, which denotes the resistance degree of a node on infection from other nodes ($0 < RF < 1$). If $RF$ equals to 1, it denotes that the node has a strong ability to resist infection.

Step 1: Network initialization. All nodes are randomly distributed in a two-dimensional plane (e.g. an $L \times L$ area), and they communicate with each other through short-range radio transmissions.

Step 2: Node state initialization. Node $i$ is randomly selected and its state is set to be state $S$, and the states of other nodes are set to be state $S$.

Step 3: Each node collects the information of its neighbors.

Step 4: Node $u$ is accessed at time $t$, thus:

- Case 1: As to node $u$, if its state is $I$ (e.g. $S_u(t) = 2$), its neighbor nodes are accessed. If the state of its neighbor node $v$ is $S$ (e.g. $S_v(t) = 0$), and if $\delta$ is not smaller than $T$, node $v$ changes its state from $S$ to $E$ with probability $p_1$. Otherwise, node $v$ remains in the previous state. If $IF_{vu}$ equals to 0 or $RF$ equals to 1, node $v$ changes its state from $S$ to $R$ with probability $p_2$. At the same time, node $u$ changes its state from $I$ to $D$ with probability $p_4$.
- Case 2: As to node $u$, if its state is $E$ (e.g. $S_u(t) = 1$), node $u$ changes its state from $E$ to $R$ with probability $p_3$, or node $u$ changes its state from $E$ to $I$ with probability $p_2$.
- Case 3: As to node $u$, if its state is $D$ (e.g. $S_u(t) = 3$), node $u$ changes its state from $D$ to $R$ with probability $p_6$.
- Case 4: As to the above process, any node has a probability $\alpha$ to establish a connection with its neighbor nodes.
- Case 5: Repeat the beginning of Step 4 until all nodes in the network are accessed.

Step 5: $t$ equals to $t$ plus 1. This completes the algorithm.

5. Performance evaluation

To evaluate the feasibility of the proposed scheme using cellular automata to simulate the dynamics of Bluetooth worm propagation in smartphones, and to verify the effectiveness and rationality of the proposed model on worm propagation in Bluetooth networks, a C++ simulator has been implemented. In the simulator, the wireless nodes are deployed into a $50 \times 50$ regular grid, and the length of each grid is 1; the total number of nodes $N$ is 2000; the transmission radius $r$ is 1.414. The other parameters are set as follows, otherwise indicated in the figures: $p_1 = 0.5$, $p_2 = 0.6$, $p_3 = 0$, $p_4 = 0.2$, $p_5 = 0$, $p_6 = 0.15$ (all parameters are given in dimensionless units).

Fig. 4 shows the evolutions on the number of susceptible, exposed, infected, diagnosed and recovered nodes. We find that the number of infected nodes increases from $t = 1$ to $t = 123$ with Von Neumann neighborhoods ($r = 1$), from $t = 1$ to $t = 63$ with Moore neighborhoods ($r = 1.414$), from $t = 1$ to $t = 41$ with extension of Von Neumann neighborhoods.
Fig. 4. The number of susceptible, exposed, infected, diagnosed and recovered nodes for Von Neumann neighborhoods, Moore neighborhoods, the extension of Von Neumann neighborhoods, and the extension of Moore neighborhoods.

Fig. 4. The number of susceptible, exposed, infected, diagnosed and recovered nodes for Von Neumann neighborhoods, Moore neighborhoods, the extension of Von Neumann neighborhoods, and the extension of Moore neighborhoods. 

(r = 2), and from t = 1 to t = 25 with the extension of Moore neighborhoods (r = 2.828). It is evident that the number of susceptible nodes decreases as the number of recovered nodes increases. Furthermore, it can be found that the outbreak point is achieved earlier when r increases.

Fig. 5 shows the transient response on the number of infected nodes $I(t)$. As time passes, $I(t)$ first increases gradually, reaches the maximum point, and then decreases gradually. It is seen that as the probability $p_1$ increases, the number of infection nodes $I(t)$ increases, and the outbreak point is achieved ahead of time. However, as the infection probability $p_4$ increases, the results change in an inverse way.

Fig. 6 shows the transient response on the number of susceptible nodes $S(t)$. $S(t)$ decreases gradually to zero as time passes. We find that as the probability $p_1$ increases, $S(t)$ decreases quicker, and more susceptible nodes will be infected. We also find that as probability $p_4$ changes, $S(t)$ does not change.

Fig. 7 shows the effects of the transmission range $r$ on the worm propagation. The maximum value of $I(t)$ increases as the node’s transmission range increases. That is to say, a greater transmission range $r$ means that every node becomes infected easier. It can be found that the outbreak point is achieved earlier when $r$ is increased. The reason is that a greater transmission radius results in more neighbors for a single node, and thus increased the probability of potential infections as the number of transmission links associated with infected nodes increases.

Fig. 8 shows the effects of the network’s density $d$ on the worm propagation. Worms propagation can be enlarged by the network’s density. That is to say, if there are more nodes in a certain filed (i.e. $d$ is larger), the propagation scope becomes larger (i.e. the number of infected nodes are more). As observed in Fig. 8, higher network’s density leads with higher probability to the worm pandemic state.
Fig. 5. The number of infected nodes with different rates of infection rates for Moore neighborhoods and the extension of Von Neumann neighborhoods.

Fig. 6. The number of susceptible nodes with different rates of infection for Moore neighborhoods and the extension of Von Neumann neighborhoods.

Fig. 7. The number of infected nodes with different transmission range $r$ for Von Neumann neighborhoods, Moore neighborhoods, the extension of Von Neumann neighborhoods, and the extension of Moore neighborhoods.
6. Summary and future work

In this work, we present a theoretical model to characterize the dynamics of worm propagation in smartphones using a two-dimensional cellular automata. We consider two important factors in the proposed model. One is the infection factor, which is used to evaluate the degree of the spread of infected nodes. Another is the resistance factor, which is used to offer a resistance evaluation towards susceptible nodes. The simulation results are obtained through many artificially chosen parameters, which further illustrates the efficiency of the proposed model, and also demonstrates that the proposed model can be used to serve as a basis for the development of new algorithms to simulate propagation dynamics.

However, the proposed model does not characterize the dynamics of hybrid viruses’ propagation and the impact of node mobility on worm propagation. As for our future work, we will focus on testing the performance of the proposed model on real data sets. To obtain effective simulation results, the scale and appropriate size of the cells should be considered for a more practical simulation process. Meanwhile, we will further analyze the propagating characteristics of hybrid viruses. In addition, the impact of node mobility on worm propagation should be considered.
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