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Abstract
This paper proposes a robust, efficient and scalable distributed Arabic handwriting OCR system based on a parallel FastDTW algorithm via cloud computing technologies. The three techniques Hadoop, MapReduce and Cascading are used to implement the parallel FastDTW algorithm. The experiments were deployed on Amazon EC2 Elastic Map Reduce and Amazon Simple Storage Service (S3) using a large scaled dataset built from the IFN/ENIT database.
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1. Introduction

Today there are many OCR systems in use based on different approaches and algorithms. All of the popular OCR systems support high accuracy and most high speed especially those dedicated for printed characters and high quality documents. Unfortunately, this is not the case especially for the Arabic handwriting characters
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where OCR systems are limited to recognize small and rarely medium quantity of documents for some specific purposes.

OCR systems that treat large amounts of documents are very limited and not powerfully enough such as the Australian Newspaper Digitization Project [1], OCRGrid [2], Kirtas[3] and OCRopus [4].

Conducted experiments and evaluations on several Arabic handwriting OCR systems show and confirm that: in the first hand, the euclidean distance technique is used for classification. However, this technique is less robustness and more fragile [5]. In the second hand, the Dynamic Time Warp (DTW) algorithm stands among the best techniques for such a mission [6].

The major problem of the DTW is the slowness of its response time because of the enormous amount of computation to achieve [7]. Distributed system, such as cloud computing technologies, provides viable framework to speed up the time of the OCR system based on DTW algorithm. Cloud computing is primarily used to deliver many services such as Infrastructure (I), Platform (P) and Software (S) as services. All these services are available to consumers as registration based services in a pay-as-you-consume model [8].

This paper is organized as follows: an overview on the DTW algorithm and especially the FastDTW and the use of them in Arabic character recognition, is presented in section 2. Hadoop, MapReduce and Cascading models are presented in section 3. The proposed approach is explained in section 4. Experimental and results are presented and discussed in section 5. Conclusion and future work are presented in the last section.

2. Dynamic Time Warp (DTW)

2.1. Dynamic Time Warping Algorithm

The Dynamic Time Warping (DTW) is a technique intended to compute similarities between two different sequences of patterns even when they are not aligned in time or in space [9].

Let’s consider A and B two different sequences.

$n:$ is the feature vectors of the sequence $A$. $m:$ is the feature vectors of the sequence $B$.

\[
A = a_1, a_2, a_3, \ldots, a_n \tag{1}
\]

\[
B = b_1, b_2, b_3, \ldots, b_n \tag{2}
\]

$D[n, m]$: the distance matrix.

Cell $(i, j)$ represents the distance between the $i^{th}$ element of the sequence $A$ and the $j^{th}$ element of the sequence $B$ (Fig1).
To find the best alignment between $A$ and $B$, we need to find the path through the grid. Let $P = p_1, p_2, \ldots, p_s$ be the path, and $P_s = (i_s, j_s)$ be the path point.

This minimizes the total distance between them.

$P$ is called a warping function.

To calculate the length path, is simply, just we sum all the cells that were visited along this path [10].

$$D (A, B) = \left[ \sum_{s=1}^{k} d(p_s) \cdot w_s \right] / \left[ \sum_{s=1}^{k} w_s \right]$$  \hspace{1cm} (5)

$D(p_s)$: the distance between $i_s$ and $j_s$; $w_s > 0$: weighting coefficient.

$P_0$: The best alignment path between A and B:

$$P_0 = \text{arg}_{p} \text{min} (D (A, B)).$$  \hspace{1cm} (6)

2.2. Fast DTW

DTW presents many disadvantages such as the time and space complexity which are exponential. This model is practical only for small and medium data sets ($< 3,000$) and time series are often very long [11]. The FastDTW algorithm can be a solution to solve this problem. FastDTW is based on the multi-resolution
approach inspired by the multi-level graph bisection algorithm [12].

2.3. Fast DTW for Arabic Handwriting recognition system

FastDTW for Arabic handwriting recognition system consists to prepare a reference database of $R$ trained Arabic alphabet and number in some given scripter, and presented by $C_i, i = 1, 2, ..., R$. Our approach consists on using the FastDTW pattern algorithm to classify the character to recognize against the template library. Thus the input character is classified as the best character that gives the optimal time alignment $p$ among all $R$ characters.

This technique is based on three steps: While the original resolution is not reached,
1) Set the resolution of the character to recognize in order to be the coarsest.
2) Research and find the initial path with DTW algorithm
   \[ P_t = \min \{ P_r \} \text{ where } 1 <= r <= R \]
3) Repeat the
   - Double the resolution,
   - Project the path on to the finer resolution,
   - Find a path through the projected area.


3.1. MapReduce technology

MapReduce [13] is a tools using to parallelize problems that process large datasets with different computers (nodes) (distributed architecture) like a cluster or a grid computing. Amazon Elastic MapReduce provides the option to analyze vast amounts of data. This advantage is offered by distributing the computational work across a cluster of virtual servers running in the Amazon cloud. All clusters are managed using an open-source framework called Hadoop.

3.2. Hadoop

Hadoop [14] is a distributed infrastructure for processing large-scale data. This infrastructure can be used for single machine. The real power of this architecture lies on the ability to use hundreds or thousands of nodes, each with different processor cores. The Hadoop model is also used to share efficiently huge work across different machines”. Hadoop does this by the storage layer that manage large amounts of data, and the running layer that parallelize the execution of the user application using coordinated data subsets.

3.3. Cascading

Cascading website [15] define Cascading “is a framework written with Java language that helps typical developers to easily and quickly develop Data Analytics and Data Management system that can be deployed and managed by a variety of computing environments.” This model is based on a metaphor of data streams called pipes and data operations called filters. Thus, the Cascading API allows the developer to regroup pipe assemblies that do many actions such as the split, the merge,... of data while applying operations to the different data record.
4. The proposed approach

To solve the problem of the OCR systems that can treat large amount of documents, we have opted for the cloud computing paradigm that promises to reduce substantially investments by eliminating the necessity of managing huge computing capacity by institutes and organizations.

In our case, the model master–slave and the SPMD (Single Process, Multiple Data) architecture are used on the distribution of the memory. This model is applied to the FastDTW algorithm as the parallelization technique. The distributed FastDTW approach consist on running each copy of the single program on independently processors and Hadoup is the responsible of the communication between processors.

The big amount of document to recognize is better to split it into small parts \((D1, D2, D3 \ldots Dn)\) and assign each one to a slave node number to achieve the recognition task. The FastDTW algorithm will be implemented by a jobs flow for each node.

Amazon Elastic MapReduce execute automatically the Hadoop program of the OCR application on different Amazon EC2 instances. First, the map function is applied, this function consist on sub-dividing the huge amount of documents in a job flow into smaller process so that they can be processed in parallel. Second, the reduce function that consist on merging the processed data into the final output is applied (Fig2). The Amazon Simple Storage Service (S3) is in the first hand, the source for the data to process and in the second hand, is the output destination.

5. The experimental study

5.1. Datasets

To examine the proposed idea, a corpus with 16000 pages (370 characters/page) and a reference database formed of 345 shapes representing approximately the different Arabic alphabet randomly chosen from the Arabic handwritten word images dataset IFN/ENIT[16] are used. For the preprocessing image, the IFN/ENIT dataset was already normalized [16]. Wavelet transform [17] is used as a features extraction technique.

5.2. Experimental environment

The experiments were conducted on a local Intel Core 2 Duo desktop having the configuration: 3.00 GHz *2, 2 GB of RAM executing a Windows XP operating system. Cygwin [18] is the shell to run Linux command. We used java as a programming language and JDK 1.6 was installed. Eclipse 3.4 was used to program and built our application. 100 MG bits/s was the network capacity.

Based on the state art of the cloud computing technologies [19], Amazon Elastic Computing Cloud have selected for the implementation of our approach. In order to verify that distributed FastDTW functions correctly in cloud technologies, we created six running Jobs flow on the Amazon Elastic Computing Cloud service. We have allocated 100 cores using the three Standard Amazon EC2 Instances. First, the “small” instances each with 1.7 GB of memory, 160 GB of instance storage, and 32-bit platform. Second, the Large...
Instance 7.5 GB of memory, 850 GB of instance storage, 64-bit platform and finally the Extra Large Instance 15 GB of memory, 1690 GB of instance storage and 64-bit platform. S3 [20] is used to manage the input and output data.

5.3. Results and analysis

To prove the efficiency of the cloud computing technologies on the execution time of the proposed FastDTW based approach, we created six running Jobs flow in cascading on Amazon Elastic MapReduce Cloud and two experiments are conducted in order to compare the DTW and FastDTW speedup in three instances of Amazon Elastic Computing Cloud service.

The table below illustrates the execution time using DTW and FastDTW with the different instances.

Table1. DTW and FastDTW time execution

<table>
<thead>
<tr>
<th>Instance</th>
<th>Number of core</th>
<th>DTW(H)</th>
<th>FastDTW(H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small instance of Amazon Elastic Computing</td>
<td>25</td>
<td>0.563</td>
<td>0.444</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.300</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.205</td>
<td>0.174</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.150</td>
<td>0.123</td>
</tr>
<tr>
<td>Medium instance of Amazon Elastic Computing</td>
<td>25</td>
<td>0.500</td>
<td>0.421</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.273</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.191</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.143</td>
<td>0.119</td>
</tr>
<tr>
<td>Large instance of Amazon Elastic Computing</td>
<td>25</td>
<td>0.450</td>
<td>0.364</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.257</td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.180</td>
<td>0.157</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.136</td>
<td>0.118</td>
</tr>
</tbody>
</table>

The average duration of the test time in a sequential mode (a single computer) using DTW and FastDTW are approximately and respectively 9 hours and 8 hours and the average test time in distributed mode and for 100 computers are 0.136 hours and 0.118 Hours. These show that the sequential mode allows recognizing only 18 and 21 characters per second for the two algorithms described above. However, the results in the distrusted mode, illustrated in figures 3 and 4, in particular:

- The speedup factor which is the ratio of the execution time in a sequential manner using a single processor to the execution time using multiple processors, increases simultaneously with the number of cores used and with the different Standard Amazon EC2 Instances.
- If we use 100 cores with large instance of Amazon Elastic Computing, then the execution time reaches the value 489 and 425 seconds and the speedup factor reaches the values 66 for DTW and 68 for FastDTW. These results are very important since our distributed OCR pattern can recognize more than 1200 and 1400 (characters/second) for DTW and FastDTW respectively.
Our model presents several advantages since cloud computing provides almost the entire required tools in order to ease the distribution of any greedy algorithm or application such as data management, task scheduling, hosting machine failures, facilitating communication between machine and consequently everything is completely transparent to the programmer/analyst/user.

6. Conclusion and perspectives

Performance evaluation of the proposed model confirms that Mapreduce, hadoop and cascading technologies provide an adequate platform to accelerate the Arabic handwritten recognition process. Moreover such platform allows building much more powerful OCR systems compared to the existing system [21] since it provides enough computing and storage powers in addition to some useful tools and facilities.

In future work, we examine how to deploy our OCR application on a multi-cloud infrastructure and how to improve the recognition rate of our OCR system by the integration (combination) of some strong complementary approaches (e.g. HMM, SVM).
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